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1 Introduction

Scheduling is now a classical problem from the area of combinatorial optimization. Approximation and online algorithms for scheduling are extensively studied, because most scheduling problems are (NP-)hard to solve exactly and because many scenarios deal with input coming in parts, with the requirement of immediate output for each part. There is a strong connection between approximation and online algorithms because many natural approximation heuristics for scheduling are in fact (semi-)online algorithms. Our work studies online and semi-online algorithms for scheduling and their possibilities.

Our online model belongs to one-by-one scheduling, i.e., the algorithm sees only one job and it has to decide its schedule immediately and irreversibly. The algorithm has always possibility to start the job from the beginning of the time if there is a machine where the job can be scheduled. This particular variant was studied for a long time, the first well-known algorithm for online scheduling is the Graham’s \cite{20} list scheduling algorithm, which is 2-competitive on identical machines.

We are also interested in the semi-online scheduling. The semi-online algorithms work in the same setting as the online algorithm with the exception of some advantage over the online algorithm. We study advantages that are based on some knowledge of the input sequence. One such variant is scheduling with the known sum of processing times, where the algorithm knows the total processing time in advance. We study also other knowledge-based semi-online variants.

We want to minimize makespan, that is the last time when a machine processes a job. This scenario is also called load balancing. We consider machines with different speeds (uniformly related machines) both with and without preemptions. Allowing preemptions means that the algorithm is allowed to interrupt a job at any time and continue the processing of this job on another machine or at a later time. Chapter 2 contains all results on preemptive scheduling. We added also a lower bound for nonpreemptive scheduling in Chapter 3.

2 Presented work

Our main result is Section 2.2 and it contains a framework of optimal algorithms when preemptions are allowed. This framework applies not only to online scheduling, but also to various semi-online variants. Moreover these algorithms are deterministic, yet optimal among randomized algorithms. I.e., randomization does not help these problems. The framework constructs (deterministic) algorithms with competitive ratio given as a parameter. These algorithms do not fail (and maintain given competitive ratio) if there exist any (possibly randomized) algorithm
with this ratio for the given set of machines. I.e., if we know any $R$-competitive (randomized) algorithm, then we can run our (deterministic) algorithm with the parameter $R$ and it successfully maintains to be $R$-competitive.

We also developed linear programs that compute the optimal competitive ratio for an arbitrary fixed set of speeds for online scheduling and all semi-online variants studied in this work. These linear programs can be found in Section 2.3. So the algorithms from our framework may solve the linear programs in its initialization stage to compute the parameter $R$. We obtain the exact value of $R$ for every given set of machines this way.

The structure of the worst set of machines is unknown to us, thus we don’t know the exact number of overall competitive ratio. We use the above mentioned linear programs to obtain new overall lower bounds for some of the semi-online variants. This cannot be done directly, as the speeds of the machines determine the linear inequalities. We obtain a quadratic (non-convex) program by taking the speeds as variables and we try to find some local optimum numerically by a computer. Verification of these bounds is just checking of the inequalities as we provide the values of all involved variables. Moreover these variables directly correspond to the input instance (the speeds of machines and the sizes of jobs). An important result is improving a lower bound of 2 based on a geometric sequence of machines and jobs \[15\] to a bound of 2.112 based on the input sequence that was found by a computer.

We show that one of the studied semi-online restrictions does not help to the algorithm in general, i.e., we show how to modify any hard input sequence to satisfy that particular restriction.

We provide new overall upper bound for one semi-online case, where the competitive ratio can be computed directly without solving linear programs. The online case as well as all semi-online cases are upper bounded by $\epsilon$-competitive randomized algorithm for online variant from the author’s master thesis \[21\]. Existence of that algorithm proves that algorithms from our framework are at worst $\epsilon$-competitive. Note that our algorithms are deterministic.

We ask for closed formulas for the competitive ratio for small numbers of machines in Section 2.4. We can acquire them by solving the linear programs symbolically (i.e., we let the parameters — the speeds of machines — to be variables) and we do this for up to four machines. We know that an optimal solution is a vertex of the bounding polytope. This polytope is just the intersection of halfspaces which represent the constraints. Then the vertices are intersections of hyperplanes — boundaries of these halfspaces. We use exhaustive search over all points that are generated by all possible intersections of dimension zero of these hyperplanes. There can be a large number of them (thousands), but nowadays algebraic software can help us to filter out most of the intersections that do not correspond
to an optimal solution for any valid values of parameters (machine speeds). So we are left with a few (typically ten to twenty) intersections and we can do the final search by hand. Note that the result corresponds to several intersections, the optimality of each of them depends on the actual values of parameters. Formula of the resulting competitive ratio which corresponds to one of the intersections is a ratio of two polynomials, because it is a solution of a set of linear equations. We analyzed the cases of small machines for most of the studied semi-online variants as well as for the online scheduling.

We augment the work by a new lower bound for the case where preemptions are not allowed in Chapter 3. This bound is based on counting how many jobs in a geometric sequence fit on one machine. Then taking the sum over all machines and comparing this sum to the number of jobs in the sequence gives a bound. If we let the common ratio of the geometric sequence to limit to 1, we obtain our new bound. This bound is in the form of a constraint on the value of a definite integral. We evaluate this bound numerically and we obtain the value of 2.564. The previous lower bound of $2.438^3$ was achieved by a computer verification of a large set of configurations of the output schedule.

3. Our model

We study online scheduling on uniformly related machines. It means that $p/s$ of time is needed to process a job with processing time $p$ on a machine with speed $s$. We are interested in the makespan (the length of the schedule). We use $m$ to denote the number of machines and $n$ for the number of jobs.

The one-by-one online scheduling is studied in this work, i.e., the algorithm sees only one job on the input and it has to fully determine the schedule of this job before it sees the next job (if there is one). That means the order of the jobs in the input sequence has major influence on the run of the algorithm. We say that the algorithm is in the step $j$ if it schedules $j$th job. The word time is reserved for the time in the schedule (e.g., starting and finishing time of a job) and is totally unrelated to the steps of the algorithm.

We also study various semi-online variants of the online scheduling problem, that means we give some advantage to the online algorithm. The semi-online problems are in fact online problems, which were derived from some original online problem. We study problems derived by restricting the set of valid inputs. The semi-online algorithms are sometimes categorized as approximations, because the algorithms solving these problems are not valid in the original online problem.
4 Overview of previous and our results

The first remarkable scheduling algorithm, which is described by Graham \[20\], is already online, \((2 - \frac{1}{m})\)-competitive greedy algorithm for makespan scheduling on \(m\) identical machines. This problem and algorithm is also known as list scheduling. This algorithm does not use preemptions, but the competitive analysis holds also in the preemptive setting.

Offline scheduling

The offline scheduling with the makespan objective is well understood, and results for uniformly related machines were usually obtained using similar methods as for identical machines. Algorithms for exact solutions are known when preemptions are allowed for identical machines \[30\] as well as for related machines \[27, 19\], however our algorithm can be also used here. It simplifies exactly to the algorithm from the master thesis of the author \[c1\]. We consider this simplified algorithm much easier to understand than the previous algorithms. The problem is NP-hard when preemptions are not allowed, but polynomial approximation schemes are known for identical machines \[26\] as well as for related machines \[25\]. That means that for arbitrarily small fixed \(\epsilon\) there exist a polynomial algorithm with approximation ratio \((1 + \epsilon)\). Thus we can solve the problem with an arbitrary fixed precision.

Online nonpreemptive scheduling

The online makespan scheduling exposes a different situation. Let us look at the nonpreemptive version first. The greedy algorithm (list scheduling) is an optimal deterministic algorithm for two and three identical machines \[17\], achieving competitive ratios of \(\frac{3}{2}\) and \(\frac{5}{3}\) respectively. No tight results are known for more machines, but there are known better algorithms than the greedy one. For \(m = 4\), the best known algorithm is by Chen et al. \[5\] with competitive ratio of 1.733, the corresponding lower bound of \(\sqrt{3} = 1.732\) is by Rudin and Chandrasekaran \[32\]. The latest deterministic algorithm for general \(m\) of identical machines is by Fleischer and Wahl \[18\] achieving a competitive ratio of 1.9201. The best known lower bound is by Rudin \[31\] and has value of 1.880.

Optimal randomized algorithm is known only for two identical machines, see Bartal et al. \[2\]. The lower bound of \(1 + ((m/(m - 1))^m - 1)^{-1}\) for any \(m\) identical machines was obtained by Chen et al. \[4\] and Sgall \[35\] independently. This and all the previously known lower bounds bounded also preemptive algorithms. A better lower bound is known for \(m = 3\), with value of \(27/19 + \epsilon\) for some small fixed \(\epsilon\) by Tichý \[38\]. This bound uses the fact that jobs cannot be split and thus it is the
first bound that does not work in the preemptive setting. Randomized algorithms better than deterministic are also known for \( m = 3, \ldots, 7 \), the result by Seiden [34]. A better algorithm for general \( m \) with competitive ratio 1.916 was described by Albers [1]. This algorithm uses only one random bit in its initialization, i.e., we have two deterministic algorithms with the nice property, that the arithmetic mean of their competitive ratios is good for any input sequence.

Much less is known for the case of related machines. Best known general algorithms are 5.828-competitive deterministic and 4.311-competitive randomized one by Berman et al. [3]. They also give the first lower bounds that do not hold for identical machines. The deterministic one has value of 2.438 and is done by computer, it checked a large graph of the output schedules. We present a new lower bound of 2.564 in this work. Our lower bound uses the computer only to do one numerical optimization of a single-variable integral inequality.

The randomized lower bound of 2 (which holds also in the preemptive setting) was constructed by Epstein and Sgall [15]. Epstein et al. [14] give an algorithm for two related machines, they analyze the competitive ratio (and lower bounds) parametrically based on the ratio of the speeds of the two machines. Their algorithm is optimal for equal speeds as well as for one machine twice faster than the other.

**Online preemptive scheduling**

Now we will describe the situation for preemptive on-line scheduling. Scheduling with preemptions in the basic model is much simpler because we can split the load between machines when scheduling every single job. As we already said the lower bound of \( 1 + ((m/(m - 1))^m - 1)^{-1} \) for any \( m \) of identical machines [1, 35] applies here. Chen et al. also constructed the matching optimal algorithm in [6].

For \( m = 2 \) related machines, the optimal algorithm for any set of speeds was given by Wen and Du [39] as well as Epstein et al. [14].

The best previous lower bound for a general number of related machines was the bound of 2 by Epstein and Sgall [15]. The author presented in his master thesis the 4-competitive deterministic and the \( e \)-competitive randomized algorithms.

We will show a deterministic algorithm that computes the optimal competitive ratio (even for randomized algorithms) for any given set of speeds using the linear programming and then it maintains this competitive ratio for any input sequence of jobs. This means that the randomization does not give any advantage with respect to the makespan for this problem. However we are not able to obtain a new non-trivial overall bound on the outcome of the linear program, thus we know that the overall competitive ratio is somewhere between 2.112 and \( e = 2.718 \). The lower bound is also our new result. It is a sequence for \( m = 200 \). Plugging this sequence into the lemma from [15] gives the desired bound. We list all processing
times of jobs and all speeds of machines, thus verification is simple, although it may be tedious. The speeds and processing times were found by a computer as a local extreme of a non-convex quadratic program. We also analyzed the case of four machines and we identify the formula of the competitive ratio as a function of speeds of machines.

**Semi-online restrictions**

We will present our algorithm in more general form as a framework to construct the optimal algorithm for many semi-online variants of preemptive scheduling on related machines. Namely these are the variants that can be expressed as restrictions of the set of allowed inputs.

We stress that our semi-online results are only on related machines with preemptions allowed, we will not repeat this in following paragraphs.

**Known sum of processing times**, denoted $\sum p_j = P$. The algorithm knows the total sum of processing times. That means, for example, that it also knows (for every step) if the job on input is the last (nonzero) one. This restriction, for non-preemptive version on two identical machines, was studied by Kellerer et al. in [29], which is probably also the first paper which studied and compared several notions of semi-online algorithms. The non-preemptive version on identical machines is further studied under the name online partition.

We will show that the overall ratio is the same as in the general online case, while it is much lower for small number of machines. We note that there is 1-approximation possible for two machines and we analyze the case of three and four machines.

**Non-increasing processing times**, denoted $decr$. Here each subsequent job must be smaller or equal to the previous one. The greedy algorithm (list) on identical machines was already analyzed by Graham [21]. The optimal algorithm for identical machines with preemptions was given by Seiden et al. [33] and for any speed combination of two related machines both without [12] and with [13] preemptions by Epstein and Favrholdt.

We prove that the worst sequence is that of all jobs equal for any sequence of speeds. Moreover the knowledge that all jobs are equal will not help the algorithm thus the competitive ratios of these two cases are equal.

We provide formula giving optimal competitive ratio for any fixed set of speeds and we provide upper and lower bounds on overall competitive ratio.

**Known optimal makespan**, denoted $C^\star_{\text{max}} = T$. The semi-online algorithm that outputs the optimal schedule was the main result of the author’s master thesis [c1], the framework from this work is in fact a deep generalization of that algorithm.
The nonpreemptive version on identical machines is called bin stretching [11].

**Known maximal processing time**, denoted $p_{\text{max}} = p$. The algorithm knows the value of maximal processing time. It is easy to see that any algorithm that works in the setting where the first job is the maximal one, can be emulated also here, yielding an algorithm with the same competitive ratio. The algorithm just schedules the maximal job virtually in the step zero, i.e., it creates reservation of timeslots for this job. Then the algorithm simply uses this reservation for first job of the maximal processing time. All other jobs are scheduled normally. This restriction was introduced by He and Zhang [24] for non-preemptive scheduling on two identical machines, with the proof that the greedy algorithm (list) is optimal. The complete analysis of the preemptive version on two related machines was given by He and Jiang [22]. Seiden et al. [33] studied the case of the identical machines and they show that the approximation ratio is the same for known maximal processing time as for the non-increasing processing times.

We show that this is not the case for general speeds. We provide the new lower bound of 1.908, which was found by the computer as a locally worst sequence on $m = 200$ machines. We also give a complete analysis for three and four machines.

**Inexact partial information.** The knowledge described above may not be given exactly. Here we consider the case when an interval of admissible values is known. For example, the algorithm is given $\bar{P}$ and $\alpha$, and the following bound on total processing time: $\bar{P} \leq \sum p_j \leq \alpha \bar{P}$. Such variants were studied first by Tan and He [37] without preemptions and for two identical machines. The complete analysis of the preemptive version with approximately known optimum and maximal processing time on two machines and approximately known optimum on identical machines was given by Jiang and He [28].

We give a complete analysis for an approximately known optimum for three machines. This is denoted $T \leq C_{\text{max}}^* \leq \alpha T$.

**Tightly grouped processing times**, denoted $p \leq p_j \leq \alpha p$. The bounds on processing times of the jobs are given here. This restriction is introduced by He and Zhang [24]. They prove that the greedy algorithm (list) is optimal for two identical machines without preemption. The complete analysis of the preemptive version on two related machines was given independently by Du [9] and He and Jiang [22]. The case of three identical machines has been also fully analyzed by He and Jiang [23].

We sketch a complete analysis for two machines, reproving and simplifying the results of [9], [22].

**Combined restrictions.** The algorithm may be provided with a combination of informations described above. Some combinations were studied by Tan and He [36] for two identical machines without preemption.

We present two variants, the knowledge of the total processing time combined
either with the known maximal processing time or with non-increasing jobs. We show that overall ratio is the same as if the algorithm does not know the total processing time in advance, although it differs for any fixed set of machines. We provide a formula giving optimal competitive ratio for any sequence of speeds in the case with non-increasing processing times. We also provide full analysis of scheduling on three and four machines in the case with know maximal processing time.

**Other semi-online scenarios**

Our framework applies directly in the semi-online variants described above. We list other semi-online variants below. Our framework is useful in some of these variants, but it requires some additional work.

**Local knowledge.** Our framework is designed to work with some global knowledge and all semi-online variants above fall in this category. But there have been studied models that contain some local information also. Our framework can be used there, formally it involves adding some information to each job and reformulating the semi-online restriction as a requirement of consistency on these informations. The algorithm gets all the additional information about the job together with its processing time.

One example is the knowledge that the job is the last one. The additional information is just a single bit indicator for each job. The consistency requirement says that only the last job has this bit set. The information that the job is the last one is not useful by itself. But it can be combined with the knowledge that the last job has to be the maximal one \[40, 16\]. We have not performed any calculation.

**Buffers.** Limited reordering of jobs is allowed here. Namely, the algorithm has a buffer on limited number of jobs and it can store the job there instead of scheduling it. It is allowed to store the job to the buffer and schedule another job from the buffer in the same step. The algorithm has to schedule all jobs from the buffer when there is no further job on input. This variant was introduced for the non-preemptive version by Kellerer et al. [29], later tight bounds on identical machines were given by Englert et al. [10]. The preemptive version was recently studied by Dósa and Epstein [7].

Our framework cannot work here as is. But we can make a semi-online knowledge from the buffering part of each algorithm and use our framework there. It turns out that our framework gives the optimal algorithm for an arbitrary buffering strategy. Then it is much simpler to find the best buffering strategy, namely it can be proved that storing largest jobs works. We will publish the proofs in an upcoming article.

**Resource augmentation.** The semi-online variants, where the algorithm is given
some resources that are not available in the optimal schedule, are also studied.
E.g., suppose that we want to know how we can perform by acquiring second
set of machines. Such scenario is studied in [8] for two identical machines: The
algorithm schedules to four machines, but its output is compared to the best
schedule which uses only two machines. We give no hope in our framework to be
useful here. The proof of the correctness of the algorithm from our framework is
tightly connected to the knowledge of the optimal makespan under the conditions
that the algorithm has. The resource-augmented algorithms clearly operate under
der different conditions.

5 Preliminaries

We schedule jobs \( \mathcal{J} \) to the set of machines \( \mathcal{M} = \{M_1, \ldots, M_m\} \). The machine \( M_i \)
has speed \( s_i \). We want to schedule jobs from the sequence \( \mathcal{J} = (J_1, \ldots, J_n) \), but
the algorithm has to provide irrevocable schedule of job \( J_j \) to see the job \( J_{j+1} \) or
to learn the value \( n \) in the case that \( j = n \). The job \( J_j \) has processing time \( p_j \), that
is the work that needs to be assigned to the job in a valid schedule. We denote
the sequence of jobs \( (J_1, \ldots, J_j) \) by \( \mathcal{J}[j] \).

Semi-online restrictions that we study are restrictions of the set of allowed
inputs. We denote a general semi-online restriction by \( \Psi \). We say that input \( \mathcal{J} \)
satisfies the restriction, if \( \mathcal{J} \in \Psi \). The prefix of valid input needs not to be a valid
input, thus we define \( \text{pref}(\Psi) \), the set of all prefixes of all valid input sequences.
These prefixes are in fact sequences that the algorithm can see at some point.

We measure the makespan of the schedule. We use the notation \( C_{\max}^{*}[\mathcal{J}] \) for
the value of optimal makespan of schedule of jobs \( \mathcal{J}' \). We extend this notion
from the perspective of the algorithm to sequences from \( \text{pref}(\Psi) \) that are not in
\( \Psi \) naturally, as a minimal makespan of any \( \Psi \)-valid extension of the considered
sequence:

**Definition 2.1.4** For an input restriction \( \Psi \) and an input sequence \( \mathcal{J} \), we define
the optimal makespan as infimum over all possible end extensions of \( \mathcal{J} \) that satisfy
\( \Psi \):

\[
C_{\max}^{*}[\mathcal{J}] = \inf \{ C_{\max}^{*}[\mathcal{J}'] \mid \mathcal{J}' \in \Psi \land \mathcal{J} \in \text{pref}(\{J'\}) \}
\]

This value is very simple to compute for studied semi-online restrictions as the
value \( C_{\max}^{*} \) is given by following formula [27, 19, 21]:

\[
C_{\max}^{*}[\mathcal{J}] = \max \left\{ \frac{P}{S}, \frac{P_1}{S_1}, \frac{P_2}{S_2}, \ldots, \frac{P_{m-1}}{S_{m-1}} \right\},
\]

where \( P_i \) is the sum of \( i \) largest processing times and \( S_i \) is the sum of \( i \) fastest
speeds.
6 The lower bound

We use the lower bound from [15] which holds for online algorithms:

**Lemma 2.1.2 ([15])** For any randomized $R$-competitive online algorithm $A$ for preemptive scheduling on $m$ machines, and for any input sequence $J$ we have

$$\sum_{j=1}^{n} p_j \leq R \cdot \sum_{i=1}^{m} s_i C^{*}_{\max}[J_{[n-i+1]}].$$

For non-preemptive scheduling, the same holds if $C^{*}_{\max}$ refers to the non-preemptive optimal makespan.

Our algorithm proves this bound to be tight in the case of preemptive scheduling. Moreover we extend this bound to the semi-online case:

**Lemma 2.1.5** Given any randomized $R$-approximation semi-online algorithm $A$ for preemptive scheduling on $m$ machines with an input restriction $\Psi$, then for any input sequence $J \in \Psi$ and for any subsequence of jobs $1 \leq j_1 < j_2 < \cdots < j_k \leq n$ we have

$$\sum_{i=1}^{k} p_{j_i} \leq R \cdot \sum_{i=1}^{k} s_{k+1-i} C^{*}_{\max,\Psi}[J[j_i]].$$

Having a witness sequence $J$ that forbids approximation ratio $R$ according to Lemma 2.1.5, the adversary will submit jobs from this sequence one by one until it finds that makespan of the algorithm’s output is larger than $RC^{*}_{\max,\Psi}[J[j]]$, where $J[j]$ is the sequence of jobs submitted so far. Then the adversary has to find sequence $J'$ which begins with $J$ and leads to the same makespan: $J' = \arg\min_{J' \supseteq J[j] \cup J' \in \Psi} \{C^{*}_{\max,\Psi}[J']\}$. (In fact it suffices to find some good approximation as the minimum needs not to exist). Then the adversary finishes the input sequence with jobs from $J' \setminus J[j]$. Makespan of the output of the algorithm will not decrease, and the choice of sequence $J'$ sequence ensures that $C^{*}_{\max,\Psi}$ will not increase. This way the adversary wins the game and proves that the algorithm is not $R$-competitive.

This bound is tight, our algorithm computes $R$ in its initialization. The correctness of our algorithm is implied by the property that $R$ satisfies presented bound and that $C^{*}_{\max,\Psi}$ is computable. Our algorithm maintain its competitive ratio $R$ then.

**Numerical lower bound** We optimized the formula in Lemma 2.1.2 by quadratic (non-linear) program for $m = 3, \ldots, 200$ machines. You can see graphical representation of the sequence proving the lower bound of 2.05 on $m = 100$ machines. We
Figure 1: The instance for $m = 100$. The red bold curve shows speeds $s_i$, green dashed bold curve (bottom one) shows scaled job variables, and the thin dashed blue curve (top one) shows inverses of the speed ratios, i.e., $s_{i-1}/s_i$. The values of $q_j$ are printed in reverse order, i.e., column $i$ shows $q_{m-i+1}$. The values are scaled so that $q_m = 1 = s_1$. This ordering and scaling shows best the relations between job sizes and speeds.

provide the numerical values of the sequence on 200 machines in the attachment of the thesis. Inserting the values from this sequence into Lemma 2.1.2, proves the lower bound of 2.112 for the general online case, after

We also provide similar lower bound for the semi-online case of known maximal processing time. The sequence uses 200 machines and proves the bound of 1.908.

7 The optimal algorithm

The basic idea of the algorithm is to use the slowest machine(s) for processing of a job. This saves fast machines for large jobs that may come in the future. Our algorithm first computes its competitive ratio, and later uses this value for taking decisions about the schedule. The only condition on the computed value of the competitive ratio is that it does not violate bound provided by Lemma 2.1.2 (in the case of online scheduling) or by Lemma 2.1.5 (in the semi-online case).

In preemptive scheduling, we are allowed to use more machines for a schedule of one job (but not in parallel). Thus, we calculate the time where the job has to finish to maintain the competitive ratio. It involves computing the value of the
optimal schedule. This value is multiplied by the previously computed competitive ratio $R$. By this way we will get time $T$, which is the deadline for a job to maintain the $R$-competitiveness of the algorithm.

Knowing the time interval $[0, T)$ that we are allowed to use, we use as slow machines as we can to manage that the job ends exactly at that time. But we have many possibilities how to do that. We want to be able to process as many large jobs as possible in the future.

Now we introduce notion of a virtual machine which is generalization of a virtual machine from the author’s master thesis [21]. We index free space at each time. Let $V_k(t)$ be the $k$-th fastest free machine at time $t$. The function $V_k$ represents $k$-th virtual machine. The idea is that if we have $k$ large jobs, we cannot process them faster than scheduling them on first $k$ virtual machines. Scheduling a job to virtual machine $V_k$ at time $t$ means exactly scheduling it to machine $V_k(t)$ at that time. Note that $V_k(t)$ may be undefined if there are less than $k$ idle machines at time $t$. To schedule a job to $V_k$ at time $t$ where $V_k(t)$ is undefined means then to not schedule the job at time $t$ to any machine.

We view the virtual machines as machines with speeds that change in time. Initially $V_i(t) = M_i$ for each $t$ as there is no job scheduled. We also define $V_{m+1}(t)$ naturally as a function which is undefined for each $t$, this notation simplifies the description of the algorithm.

We want to preserve the fastest virtual machines as fast as possible (lexicographically, i.e., to optimize the speed of the fastest machine, then the second fastest, and so on), so our algorithm finds the slowest virtual machine that is able to process current job while maintaining competitive ratio. Let this machine be $V_k$. We will not schedule the job to any $V_\ell$ with $\ell < k$. If we consider any schedule of $k-1$ new jobs before scheduling the current job, then we can maintain completion times of these job even after scheduling our new job. The way we choose $V_k$ maximizes the number $k-1$ for which this property holds.

Thus our algorithm has a pair $V_k, V_{k+1}$ of adjacent virtual machines, such that only one of them can process current job in given time $T$. Now it saves a part of the faster virtual machine, by splitting the job between these two machines. Again we want to save as large part of the faster machine as possible, thus the job finishes exactly at given time being processed by either of these two virtual machines for each time $\tau < T$. See Figure 2.

After scheduling of the job we have to update the virtual machines to maintain the definition, because knowing $V_k$ explicitly seems to be better to implement. This is done simply by choosing the not used virtual machine from the pair $V_k(t), V_{k+1}(t)$ to be new $V_k(t)$ for each $t \in [0, T)$. We have to shift slower virtual machines also: $V_\ell(t) \leftarrow V_{\ell+1}(t)$ for $\ell = k + 1, \ldots, m$ and $t \in [0, T)$. ($V_{m+1}(t)$ remains undefined.)
Figure 2: An illustration of a schedule of two jobs on three machines produced by \textsc{RatioStretch}. Vertical axis denotes the time, horizontal axis corresponds to the speed of the machines. The pictures on the left depict the schedule on the real machines, with bold lines separating the virtual machines. The pictures on the right show only the idle time on the virtual machines. The top pictures show the situation after the first job, with the second job being scheduled on the first two virtual machines. The bottom pictures show the situation with after the second job is scheduled and virtual machines updated.

\textbf{Semi-online.} Our algorithm remains nearly the same for semi-online or offline scheduling. Only two computations of parameters are replaced. First one, the value of the optimal makespan of jobs seen so far is replaced by computation (estimation) of minimal makespan that is achievable by some input sequence, that is consistent both with input seen so far and with the “semi-online” information provided to the algorithm, i.e., the number $C^*_{\max}[J[j]]$ defined by Definition 2.1.4. Second computation is the estimation of the competitive ratio. Our algorithm achieves the best possible competitive ratio for any given set of machines provided that it is able to do these two computations correctly and precisely. We have also the option to provide imprecise bounds, as these may be simpler to compute. Namely, we can provide some upper bound $R$ on the competitive ratio and we can provide a procedure that upper bounds optimal makespan. If this procedure
returns bound that is always at most $\alpha$ times bigger than the actual optimal makespan, then we get the algorithm with competitive ratio of $\alpha R$.

**Offline.** The basic “semi-online” information is knowledge of optimal makespan in advance. Then our algorithm has competitive ratio 1, thus it can be compared with offline algorithms. Its time complexity is asymptotically the same as the complexity of the best known algorithm and also it issues the smallest number of preemptions in the worst case. The algorithm for the offline problem is identical to the algorithm from the author’s master thesis [c1].

## 8 Linear programs

We can turn the bound from Lemma 2.1.2 and from simplified version of Lemma 2.1.5 into linear programs, provided that we are given fixed set of speeds. We show the linear program for the online scheduling here. The parameters $s_1 \geq \cdots \geq s_m$ are fixed. The variables are $q_1, q_2, \ldots, q_m, O_1, O_2, \ldots, O_m$. Variable $q_1$ corresponds to the sum of all processing times in $J_{[n-m+1]}$, variables $q_2, \ldots, q_m$ to the processing times of the last $m - 1$ jobs, and variables $O_k$ correspond to $C_{\max}^{\ast}[J_{[n-m+k]}]$.

\[
\begin{align*}
\text{maximize} \quad & R(s_1, s_2, \ldots, s_m) = q_1 + q_2 + q_3 + \cdots + q_m \\
\text{subject to} \quad & q_1 + q_2 + \cdots + q_k \leq (s_1 + s_2 + \cdots + s_m)O_k \quad \text{for } k = 1, \ldots, m \\
& q_j + q_{j+1} + \cdots + q_k \leq (s_1 + s_2 + \cdots + s_{k-j+1})O_k \quad \text{for } 2 \leq j \leq k \leq m \\
& 1 = s_1O_m + s_2O_{m-1} + \cdots + s_mO_1 \\
& q_j \leq q_{j+1} \leq \cdots \leq q_m \leq q_1 \leq q_2 \\
& 0 \leq q_j \leq q_{j+1} \leq \cdots \leq q_m \leq q_1 \leq q_2 \\
& 0 \leq q_j \leq q_{j+1} \leq \cdots \leq q_m \leq q_1 \leq q_2
\end{align*}
\]

The numerical lower bound presented above was obtained by taking the speeds of machines as variables too.

We present also linear programs for other semi-online restrictions, with the exception of decreasing processing times. That one is so simple, that we were able to identify the exact formula for the competitive ratio as a function of speeds of machines.

**Small number of machines** We solve this programs for small number of machines (up to four) symbolically and we obtain formulas for the competitive ratio. We use the duality of linear programming, which says that it suffices to examine all possible basic solutions. From a geometrical point of view, we take all intersections of dimension zero of hyperplanes defined by the linear conditions, and then we test
if such an intersection is a feasible and optimal solution. Note that the feasibility and the optimality of such a solution also depends on the actual values of the parameters, so the result typically splits into several cases. Searching through all such intersections would be tedious work as it requires solving a system of linear equations and then examining the feasibility of the result. Most of this work can be automated nowadays as there is various algebraic software available.

We developed such an automation, we used Maple 9.5 for this. It builds the system of linear equations which corresponds to the examined intersection, it solves this system and then it examines the solution. It needs to check (polynomial) inequalities, thus we developed simple heuristic. The outcome of this heuristic is that the examined inequality is always satisfied, never satisfied, or that it is not sure about the satisfiability of the inequality. The last case occurs either if the inequality is too complex or if there are values of parameters (speeds of machines) for which is the inequality satisfied and other values for which is the inequality not satisfied.

The number of the intersections — the solution candidates of our linear programs — is typically thousands. Our automation typically reduces this number to less than twenty interesting intersections. We checked this cases by hand, with the help of tools that we developed for the automation. We list the solutions that are both feasible and optimal for some nonempty set of the parameter values in the thesis, together with the resulting formulas for the competitive ratio. We do this both for the online scheduling and for various semi-online restrictions.

9 The nonpreemptive lower bound

We present a lower bound on deterministic algorithms for related machines without preemption in last chapter. It is based on finding a bound on maximal amortized frequency of scheduling jobs to one machine in a particular input instance.

Let $\alpha > 1$ be fixed. The input instance consists of $n$ jobs. The processing times of these jobs form the geometric sequence with the common ratio $\alpha$. We schedule them to $n$ machines, their speeds form the geometric sequence with the common ratio $\alpha^{-1}$, the first machine has speed 1. Note that adversary stops the input sequence as soon as the algorithm produces schedule that is more than $R$ times greater than the optimal makespan of jobs released so far. The $R$ is the lower bound.

We can see that the optimal schedule of any prefix of $J$ is to schedule them in reverse order on the fastest machines. Thus the optimal makespan is equal to the processing time of the last job.

Consider jobs $J_i = (J'_1, J'_2, \ldots, J'_{n_i})$ scheduled to the machine $M_i$. From the competitiveness of the algorithm we get that only machines with speed $s_i > R^{-1}$
are used, moreover we get following bound on the jobs scheduled to $M_i$:

$$p'_j \geq \max \left\{ \sum_{k=1}^{j-1} p'_k \frac{R_{s_i}}{R_{s_i} - 1}, 1 \right\} \text{ for } j = 1, 2, \ldots, n_i.$$ 

We use that $\frac{p_n}{p_1} \leq \alpha^{n-1}$ to bound the number $n_i$ of jobs scheduled to $M_i$ with $s_i > R^{-1}$ by:

$$n_i \leq (R + 1) + \frac{n}{\log_\alpha \left( \frac{R_{s_i}}{R_{s_i} - 1} \right)}.$$ 

We know that $s_i = \alpha^{-i}$ and $n = \sum_{i=1}^{n} n_i = \sum_{i=1}^{\lfloor \log_\alpha R \rfloor} n_i$, we combine this with the bound on $n_i$ to obtain:

$$1 \leq \frac{(R + 1) \left\lfloor \frac{\ln(R)}{\ln(\alpha)} \right\rfloor + \sum_{i=1}^{\lfloor \ln(R) \ln(\alpha) \rfloor} \ln(\alpha) - \ln(1 - \alpha^i R^{-1})}{n}.$$ 

Now we bound this sum by an appropriate integral and take the limit $n \to \infty$ and $\alpha \to 1$. We obtain the following inequality:

$$1 \leq \int_0^1 \frac{\ln(R)}{-\ln(1 - R^{-x})} \, dx.$$ 

Solving this inequality numerically gives $R > 2.564$. Thus we have that no algorithm for deterministic nonpreemptive scheduling on related machines can be 2.564-competitive.
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